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Abstract - Cardiovascular disease (CVD) poses a significant threat to human health by impairing the 

functionality of the heart and blood vessels, often resulting in death or physical paralysis. Early and 

automated detection of CVD is crucial for saving lives. While numerous efforts have been made towards 

this goal, there remains scope for enhancing performance and reliability. This study contributes to this 

ongoing endeavour by employing two robust machine learning techniques, multilayer perceptron (MLP) 

and K-nearest neighbour (K-NN), for CVD detection, utilising publicly available data from the 

University of California Irvine repository. The models’ performances are optimally enhanced by 

removing outliers and attributes with null values. Experimental results showcase a superior accuracy of 

82.47% and an area-under-the-curve value of 86.41% achieved by the MLP model, outperforming the K-

NN model. Consequently, the proposed MLP model is recommended for automatic CVD detection. 

Furthermore, the methodology presented herein holds promise for detecting other diseases, and the 

performance of the proposed model can be validated across additional standard datasets. 

Keywords: cardiovascular disease, machine learning algorithms, K-nearest neighbour, multilayer 
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1. INTRODUCTION 

Health is a crucial part of everyone’s life. 

However, owing to multiple reasons like 

unhealthy lifestyles, work stress, psychological 

strain, and external factors such as pollution, 

hazardous work environment, and lack of proper 

health services, millions of people worldwide fall 

prey to chronic ailments like cardiovascular 

diseases (CVD), which affect both the heart and 

blood vessels, resulting in death or disability. In 

recent years, it was reported that the majority of 

human deaths were due to CVD [1, 2]. The 

associated conditions are hyperte9ik,m, Snsion, 

thromboembolism, hyperlipidaemia, and 

coronary heart disease, which culminate in heart 

failure. Hypertension is the primary cause of 

CVD [3]. In 2012, 7.4 million people were 

reported to have died from coronary heart 

disease, while 6.7 million people died from stroke 

[4]. The World Health Organization estimates 

that nearly 17 million people die every year from 

CVDs, which accounts for approximately 31% of 

global deaths. Early diagnosis of CVD can 

potentially cure patients and save innumerable 

lives. 

Diagnosis and treatment of patients at early 

stages by cardiologists remain a challenge. Every 

traditional CVD risk-assessment model implicitly 

assumes each risk factor related to CVD outcome 

linearly. Such models tend to oversimplify 
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complex relationships, including several risk 

factors with nonlinear interactions. Multiple risk 

factors should be properly incorporated, and 

more correlated nuances between the risk factors 

and outcomes should be determined. No large-

scale study has used routine clinical data and 

machine learning (ML) in prognostic CVD 

assessment. This study aims to determine if ML 

can enhance cardiovascular risk prediction 

accuracy in population primary care and which 

ML algorithm result had fairly high brevity. In 

recent years, multiple ML-based CVD detection 

models have been proposed. A review of previous 

studies is presented to identify each study’s 

research problem and objective. ML helps a 

cardiologist to predict diseases at an early stage 

and treat the patient accordingly. There are 

many ML techniques, such as support vector 

machines [5], artificial neural networks, decision 

trees [6], and K-Nearest Neighbour (K-NN) [7], 

each with its strengths and weaknesses. These 

methods have been applied in broader areas like 

predicting liver [8, 9], human heart 

(echocardiogram signals) [10, 11], and skin 

diseases [12, 13, 14]. The results of each 

technique differ owing to several constraints. 

Observations from related studies reveal further 

scope for developing automated CVD detection 

using other ML models that provide improved 

performance. This study contains an in-depth 

statistical analysis of input data sets to 

understand the effects of data range on CVD 

predictions. It includes a correlation study of 

categorical and continuous features of patients. 

In addition, data visualisation and scatter plots 

for pairs of important features were obtained to 

understand the significance of the correlation 

between important features. These are discussed 

and analysed in the results section.  

2 METHODOLOGY  

This study aimed at the confusion matrix of each 

technique, and out of 303 occurrences in the 

dataset, 243 (80%) were used to train the two 

models. In order to test the trained models, 60 

instances are fed to know the class. This study 

intends to predict the likelihood of developing 

CVD via a computerised prediction route that 

can be useful to health professionals. The 

materials required for CVD detection are the test 

data of patients from publicly available standard 

CVD data from the UCI repository [15]. The 

classification algorithms used are MLP and K-

NN. Generally, the method comprises training 

the proposed model via respective learning 

algorithms using relevant input test data of 

patients and then validating these models based 

on test data of patients. Finally, performance 

measurements are evaluated and compared. The 

following steps are carried out to predict CVD: 

Step 1. The relevant CVD data set is first 

collected from the UCI repository. 

Step 2. Data samples are preprocessed by 

eliminating null values, filtering for 

demonising, and removing outliers present 

in samples. 

Step 3. Attributes more useful in CVD 

forecasting are selected, and strongly 

correlated features are dropped. 

Step 4. Two ML algorithms that are simple but 

effective are chosen to classify the 

selected features. 

Step 5. Various performance measures are 

evaluated to compare and find the better 

method. 

This study aims to predict the probability of 

heart disease through computerised heart disease 

prediction, which can benefit medical 
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professionals and patients. We employed various 

machine learning algorithms on a dataset to 

achieve this objective and present the results in 

this study report. To enhance the methodology, 

we plan to clean the data, eliminate irrelevant 

information, and incorporate additional features 

such as MAP and BMI. Next, we will separate 

the gender-based dataset and implement K-mode 

clustering. Finally, we will train the model with 

the processed data. The improved methodology 

will produce more accurate results and superior 

model performance, as demonstrated in Data 

Source. Clustering is a machine learning 

technique where a group of instances is grouped 

based on similarity measures. One common 

algorithm used for clustering is the k-means 

algorithm, but it is ineffective when working with 

categorical data. In order to overcome this 

limitation, the k-modes algorithm was developed. 

The k-modes algorithm, introduced by Huang 

[29] in 1997, is similar to the k-means algorithm 

but utilises dissimilarity measures for categorical 

data and replaces the means of the clusters with 

modes. This allows the algorithm to work 

effectively with categorical data. Since our data 

have been converted to categorical data, we will 

use k-mode analysis. We will first use the elbow 

curve with Huang initialisation to find the 

optimal number of clusters. An elbow curve 

creates a k-mode model with that number of 

clusters, fits the model to the data, and then 

calculates the cost (distance between the 

attribute modes of each cluster and the data 

points assigned to the cluster). The costs are 

then plotted on a graph using the “elbow 

method” to determine the optimal number of 

clusters. The elbow method looks for a “knee” or 

inflexion point in the plot of costs, which is often 

interpreted as the point where adding more 

clusters does not significantly improve the 

model’s fit. Splitting the dataset based on gender 

can be advantageous for prediction due to the 

existence of significant biological disparities 

between men and women that can impact the 

manifestation and progression of diseases. For 

instance, men tend to develop heart disease at an 

earlier age than women, and their symptoms and 

risk factors may differ. Studies have shown that 

men have a higher risk of coronary artery disease 

(CAD) compared with women and that the CAD 

risk factors and presentations may differ between 

the sexes [30]. By analysing the data separately 

for men and women, it is possible to identify 

unique risk factors and patterns of disease 

progression that may not be discernible when the 

data are consolidated. 

 
Figure 1. Described male dataset with elbow 

method 

Additionally, heart disease has a varying 

prevalence rate among men and women, 

indicating a need for gender-specific analysis. 

Subsequently, we utilised the elbow curve method 

to determine the optimal number of clusters for 

both the male and female datasets. The knee 

joint, as depicted in Figure 1 and Figure 2, was 

located at 2.0 in both cases, indicating that 2 
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was the optimal number of clusters for both the 

male and female datasets. Further, a correlation 

table was prepared to determine the correlation 

between different categories. From the mean 

arterial pressure (MAP Class), it was observed 

that cholesterol and age were highly correlated 

factors. Intra-feature dependency can also be 

explored with the help of this correlation matrix. 

Next, a training dataset comprising 80% of the 

data and a testing dataset containing the 

remaining 20% were created from the dataset. 

 
Figure 2. Described female dataset with elbow 

method 

A model was trained using the training dataset, 

and its performance was assessed using the 

testing dataset. Various classifiers, including 

decision tree classifier, random forest classifier, 

multilayer perceptron, and Boost, were applied 

to the clustered dataset to evaluate their 

performance. The performance of each classifier 

was then evaluated using metrics such as 

accuracy, precision, recall, and F-measure scores. 

Decision trees, which are treelike structures used 

to manage large datasets, were among the 

classifiers applied. They are often depicted as 

flowcharts, with outer branches representing the 

results and inner nodes representing the dataset’s 

properties. Decision trees are popular due to 

their efficiency, reliability, and ease of 

interpretation. The projected class label for a 

decision tree originates from the tree’s root, and 

subsequent steps in the tree are decided by 

comparing the value of the root attribute with 

the information in the record. Entropy changes 

when training examples are divided into smaller 

groups using a decision tree node, and the 

measurement of this change in entropy is known 

as information gain.  

Random Forest  

The random forest [13] algorithm belongs to a 

supervised classification technique category 

consisting of multiple decision trees working 

together as a group. The class with the most 

votes become the prediction made by our model. 

Each tree in the random forest makes a class 

prediction, which eliminates the limitations of 

the decision tree algorithm. This improves 

accuracy and reduces the overfitting of the 

dataset. When used on large datasets, the 

random forest approach may still provide the 

same results even if a significant portion of 

record values are missing. The samples produced 

by the decision tree may be saved and used with 

various data types [31]. In the research in [7], 

random forest achieved a test accuracy of 73% 

and a validation accuracy of 72% with 500 

estimators, four maximum depths, and one 

random state.  

Multilayer Perceptron  

The multilayer perceptron (MLP) is an artificial 

neural network of multiple layers. Single 

perceptron can only solve linear problems, but 

MLP is better suited for nonlinear examples. 

MLP is used to tackle complex issues. A feed-

forward neural network with many layers is an 

example of an MLP [32]. MLP usually uses other 
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activation functions beyond the step function. 

The buried layer neurons often perform sigmoid 

functions. As with step functions, smooth 

transitions rather than rigid decision limits are 

produced using sigmoid functions [33]. In MLPs, 

learning also comprises adjusting the perceptions’ 

weights to obtain the lowest possible error. This 

is accomplished via the back propagation 

technique, which reduces the MSE. Then, rigid 

decision limits are produced using sigmoid 

functions [33]. In MLPs, learning also comprises 

adjusting the perception’s weights to obtain the 

lowest possible error. This is accomplished via 

the back propagation technique, which reduces 

the MSE.  

XGBoost  

XGBoost [14] is a version of gradient-boosted 

decision trees. This algorithm involves 

sequentially creating decision trees. All the 

independent variables are allocated weights, 

subsequently used to produce predictions by the 

decision tree. If the tree makes a wrong 

prediction, the importance of the relevant 

variables is increased and used in the next 

decision tree. The output of these 

classifiers/predictors is then merged to produce a 

more robust and accurate model. In a study by 

[34], the XGBoost model achieved 73% accuracy 

with the parameters ‘learning rate’: 0.1, 

‘max_depth’: 4, ‘n_estimators’: 100, ‘cross-

validation’: 10 folds including 49,000 training and 

21,000 testing data instances on 70,000 CVD 

dataset. 

3. CONCLUSIONS AND FUTURE WORKS 

This study aimed to classify heart disease using 

various models and a real-world dataset. The k-

mode clustering algorithm was applied to a 

dataset of patients with heart disease. The 

preprocessing steps included converting age 

attributes into years, dividing them into 5-year 

intervals and segmenting diastolic and systolic 

blood pressure data into ten intervals. Gender-

based dataset splitting was also employed to 

consider unique characteristics and progression of 

heart disease in men and women. The elbow 

curve method determined the optimal number of 

clusters for both male and female datasets, with 

the MLP model exhibiting the highest accuracy 

at 87.23%. These results underscored the 

potential of k-mode clustering for precise heart 

disease prediction, suggesting its utility in 

targeted diagnostic and treatment strategies. 

Despite promising outcomes, limitations should 

be acknowledged. The study’s reliance on a single 

dataset may hinder generalizability to other 

populations or patient groups. 

Additionally, it overlooked potential heart disease 

risk factors such as lifestyle choices or genetic 

predispositions. Evaluation on a held-out test 

dataset was omitted, limiting insights into model 

generalizability, and the interpretability of cluster 

formation was not assessed. Future research 

could address these limitations by comparing k-

mode clustering performance with other 

algorithms like k-means or hierarchical 

clustering. Evaluating the impact of missing data 

and outliers on model accuracy, developing 

strategies for handling these cases, and assessing 

model performance on unseen data would be 

beneficial. Moreover, efforts should establish the 

robustness and generalizability of results and 

interpretability of formed clusters, thus providing 

insights for informed decision-making in 

healthcare settings. 
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