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Abstract  
 

In the recent years, authorship attribution has gained a 

great attention from researchers, especially with the prolifer-

ation of Internet and its technology in our life. However, 

researches in Arabic authorship attribution for Arabic docu-

ments are still limited and few works have relatively been 

published. One of the main applications of authorship attrib-

ution is author identification where an anonymous text is 

attributed to an author between a predefined set of authors. 

In this paper, we explore author identification of Arabic 

texts by adopting a set of lexical and syntactic features. The 

authors group consists of four different authors. In the train-

ing stage, a writing style profile consisting of a set of fea-

tures is generated for each author. For author identification, 

the features of the anonymous text are extracted, and then 

compared with authors' profiles. For comparison, two types 

of classification methods are used: Neural Network and Na-

ïve Bayes where accurate results were achieved by the first 

method. 

Keywords: Authorship attribution; Author identification; 

Lexical and syntactic features; Neural Network; Naïve 

Bayes classifier. 

 

Introduction 
 

Authorship analysis is the task of studying text features in 

order to derive information about its author. It is categorized 

into three major fields [8]: authorship attribution, which 

identifies the similarity of a given text with a set of writings 

produced by a particular author; authorship characterization, 

i.e. extracting information about the author (gender, age, 

education,..); and plagiarism detection i.e. detecting similari-

ty between two texts to determine if they are written by a 

single person without identifying the author. 

  

Authorship attribution can be considered as a problem of 

text categorization where a document is assigned to a class 

from a predefined set of classes. However, in text categori-

zation the classification is based on the contents of the doc-

ument [1], while in authorship attribution the classification is 

based on author style. In fact, linguistics confirms that eve-

ryone has its own unique writing style, which can be consid-

ered as “writing print”. This is because each text has a set of 

latent properties, unique for its author.  

 

The authorship attribution task is about either identifying 

the author of a text among a list of candidate authors, or ver-

ifying if a specific author did or did not write the text [6]. In 

both cases, one of the main concerns is the search for quanti-

fiable features that remain relatively constant among a num-

ber of writings by a particular author.  

For author identification system, there are two steps: extrac-

tion of writing style features, and classification. 

Text features can be divided into 4 groups [4, 7]: 

 Lexical features (character-based and word-based). For 

example: number of words, number of sentences, and 

average word length. 

 Syntactic features, including punctuation and function 

words. 

 Structural features, such as paragraph length and use of 

indentation.  

 Content-specific features, which refer to keywords in a 

specific topic. 

Once a feature set has been chosen, the second step of author 

identification is to apply classification methods to identify 

the author between the candidate authors. Hence, the fea-

tures set and the classification techniques may significantly 

affect the performance of authorship identification. 

Most authorship attribution researchers address English texts 

while researches for Arabic documents are still limited and 

very few works have been published. In our work, we are 

interested in authorship identification for Arabic texts. Main-

ly we are focusing on defining a suitable set of Arabic text 

features that can be used to define an author profile based on 

his writings.  

The rest of the paper is organized as follows. Section 2 is an 

overview of some related works. Section 3 describes our 

approach. Finally, section 4 contains the conclusion and fu-

ture work. 

 

Related works 
  

Jiexun L. and et al. [7] proposed in their study a Generic 

algorithm (GA)-based feature selection model to identify 

text features for English and Chinese online messages. They 

used different types of features: lexical (total number of up-

per-case letters/total number of characters and 2-letter word 

frequency), Syntactic (frequency of punctuation “!” and “:” 

and frequency of function word “if” and “can”), Structural 

(number of sentences per paragraph) and Content-specific 

(frequency of word “check” and “sale”). Their study showed 

that syntactic features might be more reliable than lexical 

features in authorship identification. 

TAŞ T. and Görür A. K [10] presented a fully automated 

approach to the identification of the authorship of unrestrict-

ed text by adopting a set of style markers to the analysis of 

the text. The selected style markers were the number of 

words and sentences, some of word types (verb, noun), 
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punctuation marks and some of word based features. They 

used 15 different Machine Learning Algorithm and obtained 

maximum identification rate (80%) with Naïve Bayes multi-

nomial classifier. 

Pasqualoni A. study [9] presented a neural network de-

signed to determine the authors of English sonnets written 

by William Shakespeare and other poets of the same period. 

The network is trained to attribute a given sonnet to either 

Shakespeare or a poet from a set of three authors. The input 

data for the neural network are three lexical features from 

the text: individual word counts and word pair counts both 

horizontally and vertically. The used neural network is a 

multilayer perceptron with two hidden layers of twenty 

nodes each and one output node indicating whether the input 

vector belonging to the sonnets written by Shakespeare or by 

another author. An average over 90 out of 100 sonnets were 

correctly attributed. This experiment has shown that it is 

possible to obtain high accuracy rates in authorship attribu-

tion using simple lexical measurements, if enough data are 

provided and a limited author set is used.  

In Amasyali M. F. and et al. study [2], a text classification 

using n-gram model has been realized for Turkish text. They 

showed whether the modeling of Turkish texts with n-grams 

is successful approach or not for determining the author of 

the text, genre of the text and gender of the author. Four dif-

ferent classifiers (Naive Bayes, Support Vector Machine, C 

4.5 and Random Forest) were trained on bi-gram and tri-

gram models. They found that Naïve Bayes classifier gave 

the best result in identifying the author of text and bi-gram 

model is more successful than tri-gram in determining the 

author of the text.  

In our previous works [5, 6], we examined character n-

gram based English document author’s profile. We investi-

gated total bi-gram and trigram, and n-gram subsets: initial 

bi-gram and tri-gram, medial and final bi-gram. Results ob-

tained for total bigram and tri-gram were not encouraging, in 

opposite to result for initial bi-gram and tri-gram where an 

accurate author identification and verification rates were 

achieved. For initial bi-gram and tri-gram a threshold is 

found that separates dissimilarity of same author texts from 

texts written by different authors. 

Previous research's has shown that neural networks and 

Naïve Bayes are effective in stylometry. They show also that 

it is possible to obtain high accuracy rates in authorship at-

tribution using simple lexical and syntactic features for style 

description. In our work we use a set of lexical and syntactic 

features with neural networks and Naïve bayes classifiers to 

identify an Arabic novel’s author among a set of four candi-

dates. 

 

The approach considered 
 

This approach aims at identifying the author of an Arabic 

anonymous text between the candidate set of authors. We 

consider four authors: Abdulkaream Naseaf, Abdullah 

Tayeh, Ahlam Mustagmani and Nadia Khoust. We use six 

novels per author as training data and four novels per author 

for testing. In training phase we generate a "profile" for each 

author consisting of vector of “n” features. 

In identification and testing, we calculate the features of a 

text and compare the resulted vector with the “nth” prede-

fined author’s profiles to identify the author of the text.    

The steps of the training stage are given in figure 1 and 

author identification's steps are shown in figure 2.                                        

 

 

  

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Training stage 

 

 

 

 

 

 

 

 

 

 

     

 

 

 

 

 

 

 
 

Figure 2. Identification stage 
 

The text to be analyzed must be prepared before perform-

ing feature extraction process. The objective of text prepro-

cessing is to convert each line sequence of space into a sin-

gle space and delete the elongation in every word. 

 

The selection of text features is based on previous works 

in author attribution for English text and on our observation 

of the novels of our authors set. We use three lexical fea-

tures: number of words with length 3, 4 and, 5 characters, 18 

syntactic features including number of punctuation marks 
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and some function words. The feature set is presented in 

table 1. 

 
Table 1: Features set 

 

To avoid the dependence of feature values on the length of 

the analyzed text, we take their average by 2000 words text 

length. 

 

To identify the author we investigate two classification 

methods: Neural Network and Naïve Bayes. 

 

A. Neural Network Classifier 
 

 Feed-forward back propagation neural network consisting 

of three layers is used. The first layer has twenty-one neu-

rons of the logsigmoid type, the second layer neurons are of 

the tansigmoid type, and the third one has four (number of 

authors) purelinear neurons. The input vector is the feature 

vector for each author. There are f input features (f1, f2,…, 

f21) equal to the number of neurons. The output is four clas-

ses corresponding to our selected authors. The network was 

trained on the 21 features of each author. A correct identifi-

cation rate of 95% was achieved. 

  

B. Naïve Bayes Classifier 
 

For Naïve Bayes classification we use the algorithm pro-

posed by Conigliaro J. [3]. We consider each data instance 

(author style) to be as a n dimensional vector of feature val-

ues: 

                           F = (f1, f2, f3,…, fn)  (1)      (1) 

Where n is the number of features. 

A data instance F is assigned to the class for which it has the 

highest posterior probability conditioned on F, i.e. F is as-

signed to class ai if: 

                         P(ai/F) > P(aj/F) for all j such that: 1 ≤ j ≤ N  

Where: N is the number of classes (Authors). 

According to Bayes theorem: 

                         P(ai/F) = P(F/ai) P(ai)/P(F) (2)      (2) 

Since P(F) is the same for all classes, we need to maximize 

the numerator P(F/ai) P(ai) for classification.  

Assuming the features for each class (author ai) are condi-

tionally independent, we have [3]:                     

  
 

  
            

  

  
  

 

   
                     (3) 

Where: 

fk is the kth feature. 

ai is the ith category. 

n is the number of features.  

The Naïve Bayes classifier may be summarized with the 

following equation:  

                           â = argmax [-Log10 [P(ai)+P(F/ai)]  (4)        (4)      

 

Where: 

â is the estimated classification (identified author).  

A is the set of all possible categories (Authors set).  

In other words, the Naïve Bayes classifier estimates the 

probability that an anonymous text (data) belongs to a cate-

gory (author) ai in A, estimating the probability of the given 

features being present. The value with the highest probabil-

ity indicates the resulting author. 

Conditional probabilities can be estimated directly as rela-

tive frequencies: 

                             P(fk/ai) = fk/ni (5)             (5) 

Where: 

 ni is the total number of training instances with class, ai and 

fk is the number of instances with feature fk and class, ai 

(i.e. number of occurrences of feature fk in class ai).  

If fk = 0 then the whole posterior will be zero, to solve this 

problem the m-estimate of probabilities is used:       

                              P(fk/ai) = (fk+m*p)/(ni+m) (6)     (6) 

Where:  

p is the prior estimate of the probability.  

m is the equivalent sample size (total number of features in 

vocabulary). 

ni is the number of features in corpus i. 

A uniform distribution of word use is assumed, so p=1/m. 

The estimate of the probability for a given feature fk of cor-

pus j is defined as:  

                            P(fk/ai) = (fk+1)/(ni+m) (7)      (7) 

                            P(ai) = nd/Nd (8)       (8)    

Where:  

Features

  

Description 

f1 Number of  Words of length = 3 char-

acters 

f2 Number of  Words of length = 4 char-

acters 

f3 Number of  Words of length = 5 char-

acters 

f4 Number of punctuation mark “.” 

f5 Number of  punctuation mark " , " 

f6 Number of punctuation mark ":"  

f7 Number of punctuation mark "?"  

f8 Number of punctuation mark "!"  

f9 Number of  punctuation mark "؛"  

f10 Number of  punctuation mark "("  

f11 Number of  punctuation mark "-"  

f12 Number of  punctuation mark "‘"  

f13 Number of  function word "من"  

f14 Number of  function word "قال"  

f15 Number of  function word "قالت"  

f16 Number of  function word "لكن"  

f17 Number of  function word "أن"  

f18 Number of  function word "عن"  

f19 Number of  function word "على"  

f20 Number of  function word "في"  

f21 Number of  function word "كان"  
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nd is the number of documents in author corpus.  

Nd is the total number of documents. 

The training documents are used to generate two corpora: 

one consisting of author's novels, the second consisting of 

other authors' novels. 

To create the vocabulary all unique features from both cor-

pora are extracted. The probabilities for each word in each 

corpus are then computed.  

For test document, the probability P for each author is calcu-

lated and the author with the maximum P is chosen. 

By applying this classifier in our work the achieved identifi-

cation correct rate is 50% only 

 

Conclusion 
  

 Researches in the field of author identification of Arabic 

texts are still limited. In this paper, we aim to identify the 

author of an anonymous Arabic text by attributing it to one 

of four Arabic authors: Abdulkaream Naseaf, Abdullah 

Tayeh, Ahlam Mustagmani and Nadia Khoust. 

Considered approach includes two major steps: the first is to 

extract text's features; the second is to identify the author of 

the text by comparing its features with style features of a set 

of authors.   

We used 21 lexical and syntactic text features and studied 

two kinds of classifiers to identify the author of anonymous 

text. 

Using Naïve Bayes classifier, we get only 50% correct iden-

tification rate. While using feed-forward back propagation 

networks 95% rate of correct identification was achieved. 

This proves the accuracy of selected features and encourages 

continuing the work to include experiments on a larger data 

collection with increasing number of authors, and experi-

ments on short texts.  
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