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Abstract  
An emblematic network file system is centralized and is 

dependency on a dedicated file server. This may lead to 

several routine issues and consistency disorder. This de-

sign suggests a system which is scalable and distributed 

which can be called as “server-less distributed storage 

system” .Self-synchronization in distributed file-systems 

is the domain of study. An efficient algorithm called γ 

synchronization algorithm superior in terms of time and 

communication complexity is proposed in this survey 

Keywords Server, File-volume, Synchronizer 

 

Introduction 
Network File system is the present, typical remote file-

access-protocol. Network File system does not maintain 

caching. It also needs recurrent access to the server. Apart 

from all these, the main disadvantage is that it does not offer 

self-synchronizing techniques. One of the most widespread 

distributed file systems in the case of Andrew file system. 

The advantages includes which support of each file-volume 

here it is a single copy is provides for read and write whilst 

all others are “read only replication” [2]. 

Asynchronous algorithms are significantly lower in terms 

of complexity to their respective synchronous algorithm, 

hence it is significantly difficult to design and analyze them, 

and a common simulation technique that helps user to carve 

an algorithm that gives an intuition that it is running in a 

synchronous network. A file volume is represented using a 

spanning tree. These are used to construction and mainte-

nance of this spanning tress is carried out using synchronizer 

algorithms. The term self-stabilization refers to the recovery 

from any many synchronizer algorithms. Furthermore such 

type of systems bears the occurrence of frequent and unex-

pected faults and delivers the system from the unpredictable 

data corruption and loss. 

 

Problem Definition  
This paper deals with distributed algorithms in two net-

works models namely synchronous network model and syn-

chronous network model. The asynchronous network is also 

called as “point to point communication network”. It is well 

explained with the help of the network and E represents the 

bi-directional non-interfering communication channels exist-

ing between them. The processors have no shared memory 

and each node has a discrete characteristic. The task of each 

node is to process messages obtained from the neigh-bors, to 

perform local computations and to send messages to the 

neigh bors. These actions are carried in very little less time. 

The messages which carry only a specified quantity of in-

formation are supposed to have constant length, the messag-

es reaches within finite but unpredictable time. 

In the case of a synchronous network, messages are sent 

only at integer times of a global clock. Each processor has 

access to this global clock. The maximum number of mes-

sages that can be sent at a certain pulse and over a commu-

nication link is limited to one. The performance of the algo-

rithms is measured using the time and communication com-

plexities. The communication complexity is the total number 

of messages sent during the execution of pulses transferred 

from its initial time until its extinction. A characteristic fact 

in communication networks is the trade-off that occurs be-

tween the communication and time [3].   

The proposed system design consists of a synchronizer 

that is efficient enough to run any synchronous algorithm in 

any asynchronous network. A fresh pulse is produced at a 

node after it has received all the messages of the synchro-

nous algorithm that has been sent to those nodes by its neigh 

bors at the preceding pulses. The characteristic makes sure 

that the network behaves like a synchronous network when 

the synchronous network when a particular execution of the 

particular synchronous algorithm is taken into consideration. 

The main challenge in the design of a synchronizer is that a 

node does not know which the messages were sent to it by 

its own neigh bors and also link delays are uncertain in these 

cases. Hence it is not possible to wait for messages for syn-

chronizations purposes. The total complexity of the resulting 

algorithm and time requirements added by a synchronizer v 

per each pulse of the synchronous algorithm by C (v) and T 

(v) respectively, synchronizers need an initialization phase 

which is taken into consideration only when the algorithm is 

executed only once. Let Cinit (v), Tinit (v) be the complexities 

of the initialization phase of the synchronizer v. The com-

plexities of combination of ’S’ and asynchronous algorithm 

A which is a combination of ’S’ and synchronizer ‘v’ are 

CA=Cs+Ts.C (v) + TA= Ts- T (v) +Tinit (v) where CA, TA, Cs, 
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Ts are the communication and time complexities of algo-

rithms A and S respectively. A synchronizer v is said to be 

efficient if only if all the parameters C (v), T (v), C (v), Tinit 

(v) are small enough. The former two parameters are really 

essential as they denote the overhead per pulse 

 

Existing Approach 
A node is regarded is safe if each message of synchronous 

algorithm sent by the node for a particular pulse has been 

reached the destination without any hindrance. The messag-

es need to be sent only to its neighbor. After the generation 

of a particular pulse, each node becomes safe with respect to 

a certain pulse. If it is required that an acknowledgment is to 

be returned whenever a message of the algorithm is obtained 

from the neighbor, then a node is regarded as safe after all 

the messages are acknowledge. The asymptotic complexity 

is not maximized by acknowledgements alone. So a particu-

lar node learns that it is secure in constant time after it is 

generated a new pulse. If this situation all the neigh bors of 

that particular node are also considered as safe with respect 

to a certain pulse. Hence only thing that should be taken into 

consideration is to determine how to transmit the messages 

to each node with lower communication and time overhead. 

The synchronizers α and β are based on the above mentioned 

concepts and are used to achieve synchronization and asyn-

chronous network [4].  

 

Synchronizer α 

Synchronizer α also called as α synchronization algorithm 

makes use of the acknowledgement mechanism mentioned 

in the previous section. Here each node eventually knows 

that it is safe and transmits this message directly to all its 

neighboring nodes. A node pulse it is produced whenever a 

node comes to know that each of its neigh bors are safe. 

The communication complexity of synchronizer α is  

C (α) = O (|E|) where E= V
2
. The time complexity is found 

to be T (α) = O (|1|). This is because only one message is 

sent in each direction across each link and only the neigh-

boring nodes are involved in the communication process. 

 

Synchronizer β 

The synchronizer β also called as synchronizer β algorithm, 

requires an initialization phase for consistency maintenance. 

A leader is selected for each network and a spanning tree is 

built which is rooted at the leader. Its operation can be ex-

plained as follows. After the execution of a certain pulse, the 

leader understands that the nodes are said to be safe state. 

This forces the leader to send a message to all other nodes in 

the network. On the receipt of this safe message the nodes 

will generate a new pulse.  A procedure called converge cast 

mechanism which starts at the leaves and finishes at the root 

is to calculate the time. Here a node conveys a safe message 

to its father when it is understands that all the descendants 

and the node itself are in safe state.  

The communication channel of the synchronizer β is C (β) = 

O (|V|). The time complexity of synchronizer β is T (β) = O 

(|V|). This is because of the operations of the span tree. The 

time of the proportional height of the tree, this can be V-1 in 

the worst case. 

 

 Proposed Statement 
This paper suggests an algorithm called synchronization γ 

algorithm which can be used to maintain the reliability in a 

distributed asynchronous file system. The synchronizer γ is a 

combination of α synchronizer and β synchronizer. Both the 

synchronizers α and β are discussed in the previous section. 

The synchronizer α is efficient in terms of time but ineffec-

tive in terms of communication. On the contrary the syn-

chronizer β is superior in terms of communication but use-

less in terms of time. The synchronizer γ on the other hand is 

proficient with respect to both communication and time. 

 

 Synchronizer γ 
The synchronizer γ which is combination of both the syn-

chronizer α and synchronizer β consists of two phases. The 

initialization phase the network is divided in to clusters. Any 

spanning forest of the communication graph defined as (V, 

E) of the network determines the clusters. An intra- cluster 

tree is a cluster of nodes defined by each tree in the forest. A 

communication link is selected between any neighboring 

clusters. A leader is also elected in each cluster. This leader 

will manage the process of the clusters with respect to the 

intra-cluster tree. A cluster is proved to be safe if all the 

nodes in the cluster are found to be safe [5]. 

The synchronizer γ is performed in to two phases. The syn-

chronizer β is applied to each cluster intra- cluster trees in-

dependently in the first phase of the algorithm. The leader of 

the cluster sends a message all the other nodes in the cluster 

as well as to all leaders of neigh boring clusters whenever it 

learns that its own cluster is in safe state. In the second stage 

of the synchronizer γ all the individual’s clusters stay idle 

for all the neigh boring clusters to be safe and then they will 

generate the next pulse as soon as they are notified that those 

clusters are in the safe state. The second stage actually ap-

plies synchronizer α among the clusters. 

A though description of the synchronizer γ synchronization 

algorithm is given in the following section. The leader of a 

cluster will broadcast a PULSE a message along with the 

spanning tree and this message forces the nodes to enter the 

fresh pulse. As soon as a node enters the first stage of the 

synchronizer γ, SAFE message are converge cast long each 

intra- clusters tree as in the case of synchronizer β. This pro-

cedure is initiated at the leaves and proceeds by sending 

SAFE messages to father nodes once they recognize that 

they are safe. For non-leaf non cluster nodes once they find 
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out that their own cluster is safe they are broadcast a CLUS-

TER-SAFE message to all of their adjoining clusters. The 

adjoining nodes in receipt of this message advance it to their 

descendents in the cluster along all selected communication 

links. 

The second phase of this algorithm is even more complex. 

Here the time required for the adjoining nodes to be safe is 

determined. This is acquired by a typical converge cast pro-

cess in which a READY message is sent by a node to its 

father once all the adjoining clusters or any of its descend-

ants enter the safe state. The node in receipt of the READY 

message from its descendants and CLUSTER-SAFE mes-

sages from its father along all preferred completer procedure 

is then repeated and the leader broadcasts the PULSE mes-

sage to all the nodes in its own cluster so that they can enter 

into next pulse. 

Let ‘Ep’,’Hp’ be the set consisting of tree links and chosen 

communication links in a particular partition- P and the max-

imum height of a tree in a forest of  partition ‘P’ respective-

ly. It can be calculated that a maximum of four messages are 

transmitted across each communication link of Ep. So com-

munication complexity, C (γ) = O (|Ep|). Also it can be con-

firmed that O (Hp) time is required for each cluster to prove 

that it is safe and an extra time of O (Hp) time is required for 

each cluster to prove are in safe state. So the time complexi-

ty, T (γ) = O (H p). Thus it can be proved that communica-

tion and time complexities of synchronizer β. It is illustrated 

in table 1. So the synchronizer γ can effectively be imple-

mented in an asynchronous distributed file system to achieve 

consistency. 

 

Table 1 

 

Sl NO  Synchronizer Time Com-

plexity 

Communication 

Complexity 

1 α O(|1|) O(|E|) where 

E=V
2 

2 β O(|V|) O(|V|) 

3 γ O(Hp) O(|EP|) 

    

 

 

 Future Work 
From the study of the communication and times complexi-

ties of the synchronizer γ it is evident that these complexity 

parameters will be smaller if only if we are able to find a 

partition ‘P’ for which parameter ‘Ep’ and ‘Hp’ are lesser. 

This characteristic can be established by designing an algo-

rithm where each cluster is selected as a ‘maximal subset of 

nodes whose diameter does not go beyond the logarithm of 

its cardinality ’. 

The proposed approach enables us to simulate a method to 

implemented virtual technologies for very large scale dis-

tributed systems such as grid systems [1]. We have designed 

the system using a bounded degree spanning tree and a stabi-

lization algorithm. This method can significantly be used 

to analyze other topologies for large scale systems. This 

method also aids in the increment of stabilization time and 

also helps in the implementation of conflicts resolution algo-

rithms [6].  

 

 Conclusions 
Self-synchronization of the distributed file systems can to be 

obtained using synchronization algorithms. This paper pro-

poses an efficient and new simulation methodology called 

synchronizer γ. The synchronizer γ has been proved to be a 

resourceful technique for designing distributed algorithms in 

any a synchronization network. The algorithm also enlight-

ens the way for the implementation of many low complexity 

algorithms. 
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